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mutuzlly independent tasks would b

3

procéssing time can be ecalculated (see Mzntel, Note 1 for a simidar treat=

ment of efficiency moedeling}.

o

Arother Illustration of optimizing Is provided by the Following
axampla, Assuming ¢that one adder can add only two aumbers simultaneousiy,

the mininun numbe of processor

2]
I
]

nd the minimum processing time required

o compute

is centingent pon the differance betwzen the processing times of the

multiplier an4 the adder. Conslder the following cases:
- ' - 2 Fa= % PN L= z " -
Fultipiication time (T} = Addition time {¥,) = 2 units of precessing

p f
tevel A 7j { {2} - (3) 0
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not need to communicate with ezch other sinée = simple ceordination does

not require . Control structure coricisting of slaments that work

L

ndependentiy of each othar Is the 1owast level of tha hierarchy of control
complexity. : .
Two kinds of signals in dach processor of the system are of concern

0 this control activity:

(1) 7The slgnals that trigoer the processor for initiating ts activizy

o

{letters A; {i = 1 to 5} i+ {i15}] and )

{2} The siunals conveying the informatlon that the activity of ths

(16)

iy
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Structure

Diagram (38) chows 3 system of six processors, Pl through PE. Double

he Tiow of data from cne procsssor ro another. There .

processor when the activity Is finished {l.z., ths output datz is ready,
: waiting ot the processor's output).
G1 2nd 62 are loglcal AHD siements {gates). Signal A3 Is generated

ernretation:

wan




] 0 = the sigral is not present ana

"1 = the signal is present.
More géreral description will result when gates § are
‘Borlean functions. Than
A3 = 81 {Fy, F2)

AF = F3

L
>
‘0
t
-
~

& = G2 {Fi, F5)

ki

h

introduced as

(18}

whera gates ars veprasented as Boolean functlons, sicnals F arz rapresanted

as thelr input varlables {arguments), and signais A are represented as output

variablas. Thus. both equatlions {17} and {18} can be consi

representation of the contrel in S.

tfon {e.g., associating soupds with lzttars} te complex pro

~ -

certzin himan behaviors. The rules of [nterest arz zigerith

idered as symbolic

L

it
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ke examining conslists

the processing width of each branch siways remains one for human operzticn.
e -depth of this algorithm is four, because the Jongsst b?&ﬁéé consists
of Tour serizl trassitions, with Individeal branches ranging From thrse
to four. Unlike the algorithms In the previcus ssction, the tax pirchienm
entslls five g

concepts snd

will with am

wmnd
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is market value
greater than
cost price?

HO

s se}iiné price
greater than

x L)
(¥ rige!

{5 seiling price
greater than
market valua?

_

YES

'féx charged
on selling

{less expenses.

price iess thej
market vaiue |

Tax charged |

ot seliing |
price iess the
market value
less expensss.

greater than
Ne YES ;ostacicel
- e 130
! No zax | | Tax allowsd | | Tax zllowed
! elther cost price ! on market
! charged or tess the I {value less the
i allowed. seiling price | [selling prige,
] plus expenses.| [plus axpenses.
i i
Figure 1.
Algorithm for solving tax computation problems {Schmid § Gerlach, 1677).

«y

s market value
qreater than
cost price?

ST

ls selling price

-
YES

NG
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Hext 2t us dat termine the progessing characteristics of the tax probfgm;
The processing dascriptors cannot e caiculated without ah examination of
the probizm ltself. To 1llustrate, 1t appears upon lnspection of the
flowchart that parallel processes can sccur on Leveis 2, 3, and 4. However,
the following samplie problem wiill demonstrate otherwise. Let us assume
that stock XYZ was bought for 51000 and scid for $2000. The expenses
amounted to $150. To calculate taxes, a fourth variable must be considered:
the market value of the stock on April 15th, which Is the thecretical worth
of the stock. Tha market value s used in the following way. if you bought

-

the stock at less than [ts theoretical value, the government gives you a
break: vyou subtract tha market value instead of th2 cost price to caiculate
prefits. 8y the sams token, i you buy a stock and lts market value goes
down and If you seil at less than the market value, the government allows
you to deduct oniy the theoretlzal value becaus the mistake of
buving an overpricad stock. Returning then to the sample probliem, the
market value was set at $750. Using Fie he answar

which leads to (2}

answered Yes, which leads to (7). The calied-for opnerations will vield

the answer, "Tax charged oa §$850.%

it Is immediately evident that whenever a discriminator is employed,
only one branch can be chasen. Algerithmic discriminators should aiways
result in a single continuation which automatically excludes the remaining

*

branches.’ The tax problam as sresznted sbove ic sarlal when passing

lig is, indead, well known that any discriminat

of binary discriminators. For axemple, a problem involving a traffic
signal with a grean, & rad, and a vellow light is handied thus: |Is the.
1ight green? (Yes-No) If Mo, is the llght red? (Yes-Ho) if the answer
to this guestion is No, the light must, obviously be yellaw. g

or can bz reduced to a set
lem




P

(A

-

through the discriminators. The discriminators raly on the serial
characteristic of dependence upon input from some prior information or
stanal producing component of the algorithm. In gensral, parallel
processing can Sccur between the discriminators, or when the initial ievel

of the algorithm includes more than one branch {as was zlways the casé in

the algorithms used to describs the model), or in the last (cutput) branches.
The final peint to be made concerns the comparison of processing
characteristics of humans and compurers. The computer can be designed with
&h Inherant processing-in-parallel capahility, l.e., with more than one
processar, and with the enecutlve (control structurs) for cocrdinating
the system {for exampla 34 processors In {LLIAC V). For all practical
purposes, the human mind can concentrate on onz task at a time. Howaver,
humans resemble computers Inasmuch as they can operate on & time-sharing
basis, where the solutions to Intermittent transziticons are derived and
held in or drawn from memory for later use. The extent to which instruction
can enadle people to acquire the ability to uss meﬁcry‘in this manner, as
well as the relative efficlency and effectivensss of such tralning or
iastruction, have vet to be detarmined. Wnlle it is beyond the scope of
the present report to examina the specifics of human paralle! processing,

it is our guess that It is this gcpect of the model which wlil assist us

rstendlng of the process of Inference. Ve also

m

in deriving a z2leaver und
suspect that paralisl processing comes Into glay in quasi~algorithmic and
heurlstic activities., The first study dissussed In this report oniy touches

the surface of this probiem.

Human thought and parallel processing. Much work has been done in

the arsa of serial and paraliel processing {Pask, 1976; Palvio, 1371},

T—

m ‘immm !

=




e
i

but it has gensrally assessed individual differences and applied them to

the aptitude~treatment lnteraction paradigm, whick is demonstrably atheoretigélr
{Snow, 1975). Our interest in parallel processing has been narrowed to

whether algorithms are better taught In serial subcomponents, in parallel
clusters, or a combination of the two. Schmld and Gerlach (1977) testad

three teaching methods for th= tax problem. Treatment P (prose) was

& prose version of the algorithm: subjects were allowed to develop their

cwn solution strategy fsiiewfag an essentlally serial promp;!ng. The

subjecis in Treatmant F$ {fiowchart serlal) were given zn Intact fiowchart

{Fioure 1} znd directed through the practice problems in an essentially

serial fashion, solving the preblems by using one complete Sranch at a

e
T
3

time, Subjects In Treatment FU {fiowchart unit) recelved the same flow-

chart as those In Treatment FS Lut were forced to memorize lts content in

a top-down fashlon; informatlics was withdrawn or faded by deleting the

upper-levels first. The flowchart was tharefore treated as a single

selution unlt,

o

The raesu

zs of this study were quits dramatis. Students in Treatments

P and FS performed equally well at a high level of mastery following

only 12-15 minutes of Instructlon (approximately 85% achievement). However,

the FU group, witlgh was asked to learn the algerithm as ¢ single unit,

performed significantly Jess we!ll on both lwmediats and one-week delayed

tests (aspproximately 60%). (¢ was assumad that, due to the similar

achievement of the P and FS groups, those subjects were working with the

samz aigorithm and adopted the same strategy. Tc accept this assumption,

howsver, one would expect tne FS subjects to work more efficiently because

the instruction directed them Imnediateiv to the suserior stratedy. The




time data confirmed this hypothesis. The FS group masStered the algorithm

in significantly less time than either of the other groups. The Prése

group, conce it adopted and learned the proper strategy, worked as efficiently-

i
A

1l i

g
i

#s the Fiowchert Serlal groug on the posttests; both groups workéd faster ’ :

e

o
W

than the FU group. Finally, one might expect the P subjects to have learned:

and retzined the strategy better because their treatment forced them to

AR,
il

T T R

- fermulate and utilize the serlial strategy without Termal prompting. The ’E
%ﬁ - significant Representation {the three Instructions! treatments) x Availabllity =
%’; -

(the algorithm was withhald or made avallzble during the posttests)

il

i

el
i

i
i

il

interaction on time data conflrmed even tihis preciction. ™...the flowchart

g

i
s —

i

aroup spent the same amount of time aither with or without the procedure;
the P group spent significantly less time without, and the FU subjects spent
significantly more time wlithout the procedure present. Further, the FS

subjects worked significantly faster than the P subjects when the procedure

was available, whereas the opposite held true when the procedure was ramoved'

‘;"JF-‘. =
" (Schmid & Garlach, 1977, p. 20). Flgure Z of-that Interaction is Included %%
. to iilustrate the effect. Thus, It appears from these data that "forced e

processing' on & serlal ssgmentation approach produces the best instructicnal

combination. ég
Though this demonstration Is greatly limitad in scope, and thus %%

E |

gensralizability, two further peints can now tentatively be rade using the E
z

width and desth zoncepts. IF lezrning ls in facr facilitarted by a serizl =
approach (and the vast quantity of mnemonic research suggests that it
should), then teachers would be advised zo construct aigorithms of a

restricted width when uvossible. HMiller's (1955; classic memory load

principle of 7 + 2 might wail be applied unti} diracted research answers
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this- problem; rthermore, parallel transition points ara not llkely to

be similar enough for éffective chunking. The same principle can be

implemented in developi g serial (depth) strings. A pilot study also

reported in Schmid & Gerlach (1977) demonstrated that an extremely lengthy

]

serial array becomes unwlieldy for the learner. Indeed, the above research
enly verifies Landa’s (Note 2) basic instructional principle of brezking

the algorithm down and teaching % in logical parts until mastered.

Bayond the mechanics. Thus far, we have described quantifiable
variables which might affect lzarning, and providsd some guldellines for
using these factors to the jearner'!s advantage. The superfority of serfal
tracking %uggast§d to us that parhaps a qualitative factor may underlie,
or at least infiuvence, the sarlal/parallel differsnce. We also considerad
the poss%%ifft? that this more basic factor, if controiled for, might
equalize the obtalned dlfferences.

Serial processing entelis a string of transitions. each serving as
a fink in a single chain, each drawing from and contributing to the
agpropriate adjacent transitions. Serial processes ara therefore zlways
intrinsicaliy lcgical and orderiy. Howsver, the loglical order of things
Is lost to the computer. 1{ts only 2quivalent to sniry skills is the
amount of tim= a given processor ragulires t~ complete a given operation.
Practically speaking, the computer elthar knows or It doasn't know, which
means we, as users, either recelve the answer very quickly with incredible
accuracy, or not at all. Human theought usually falls somewhere betwaen
those extremes. To examine these shades of diffarence, in the second

study (Schmid 5 Gerlach, 1978) we introduced human logic Into an Gtherwise

completaly controlled algorithmic procedure. For =xample, the orlginal




algorithm flrst asked, "3 the selling price greater than the market

value?” A second algorithm solving exactly the same tax problem began

with the question, 'Did you make or lose money... 7" (See Figure 3). The
assumpticn was that the secan&xqaest!on is more logical or familiar to most
learners, thus easier to remembar. This "logical' algorithm was written

to possess the ldentlcal structural characteristics of ths original:

width = &; depth = 3; requiring entlirzly serial processing, enploying

seven discriminators and five cperators. The logical algorithm was a graphic
mirror Image, chansing only the Thuman logic'' by means of content aiterations.
To further test the Intrinsle value of the leglical reformation, both the
original and !og}s%% treatments were taucht using ceniy letter symbols

{a.g., 'Is § > MI'" for "|s the selling price greater than the market valus?"

and so on). The S:quence {orlginal vs. logical) msin effect reached marginal

sign §§§c=nce for combined inmedlsate and delayed posttest scores, and

!w

significance at the .GZ level ca the lrmediate fest slone, both in faver
of the loglesl algorithm, There were2 no confourding interactions with the

Form {verbal vs. symbalic) faztor. The time dzta provided even stronger

differences, with both combined and favor of

1)
b
b
fu1)
by
b
"
o
o
0
W
I
e
o
in
T
~
Frid
i
[

Thesa data, whila experimentally very satisfying, were not unexpected.
The more famillar a learner {3 with the material, the batter the materizl

will be learned {Schmid, Nots 3). The absence cf an interaction betwzen

the preseatation formars further sugcests that the effect of familiarity

is general rather than speciiic to any particular slgorithmic representa~
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tion. from the standpo appears to

improve the effectiveness not only of the discreze processing units
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{individual discriminators and operators), but aiso the structural
cohesiveness of the algorlithm as a whoie. This cohesiveness leads to a
iogical formation which aids iearning and retention.

Principles drawn from cognitive research do appear to transfer to
the more regimented characteristics of algorithmic learning. This finding,
whiie not surprising, acds an Important 1Ink to the connection between
jearning studles dea}ing_primar§3§ with word, s=ntence, and paragraph stimuii
and the type of ¥ea;ning typicaliy required on 2 training level. Furthermore,
the concepts presented regarding the development of algorithms via the model
should produce results reclprocal to those drawn from propositiocnal- and
schama-based studiss {Kintsch & Vav Dijk, 1978; Thorndike & Yekovich,
1979, in press). This type of empirical correspondence is esseatial if
Instructionsl design is to keep abreast of developments in the psychological
flelds., History is replete with examples elther of blind acceptance and
application of basic research. which ended In dicaster, or blatant ré}ec-
tion of its resulis dus to Mir

it Is apparent that only a =mall part of the model presented zbove
has been put to task, and then only in a gggg_égg_fashicn- Tire advantages

of such a modeling exercise are nevertheless obvicus. The model supplies

the Instructional designer with & precise terminelogy for describing both

the contant and szructure of 5 lsarning or teaching algorithm. The guide-
lines concarning the varicus parameters of a given algorithm presented
above can have immediate instructlonal consequences for Improving
iearning. Once an algorithm has been defined within the context of the
model, it is likely that the computer itself can be programmed to “test”

for the optimal configuration of the algorithm and, thus, to assist in S%prayig_




- %E} Finzily, when coftént matter, task requirements, of learnér character~

fr istics force insfr5§§i§§'§az of an algorithmic mold, the as ?ét'ﬂnéxpiéreé/

- concepts of parallel processing (alluded to above) and their éﬁ??éSQénéing
gate-keeping funcilons may provide a useful node! for thé study of human

memory, with a consequent Improvement in !nstructional design and development.
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